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1 Introduction

Three characters of 1/0
Behavior: input, output, storage
Partner: human/machine
Data rate: the peak rate at which data are transferred
/0 MEETHNEVR TN AT R
Throughput &It= (e.g. data center)
ARG RS
/0 ZFRLIRIRSR
Response time NgizAT(E] (e.g. PC)
both (e.g. booking systems)
/0 REBRERRK

1.1 Amdahl's Law
O Example: 100 processors, 90% speedup?

- Tnew = Tparallelizable/1 00 + Tsequential

1
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m Speedup =

=90
-F /100

parallelizable ) arallelizable

. SOIVing: |:parallelizable =0.999

I/O #8EtF CPU 1488, ErIReEHRI

2 Disks

SSD
HDD

2.1 Access Time

Seek time: #LSERYE], F7E min/maximum seek time
Rotational latency: 0.5 rotation/RPS

Transfer time: EEF{EI— sector AIATE]

Disk controller: $=#l283EIR

Access time = Seek time + Rotational Latency + Transfer time 4+ Controller time

2.2 Dependability, Reliability, Availability

Dependability: reliability + availability
Availability
MTTF (mean time to failure) A45E1RAISAER
MTTR (mean time to repair) {EERF8]

MTBF (mean time between Failures) = MTTF + MTTR

gy MTTF _ MTTF
Availability = 37 37TR = TBF

2.3 Array Reliability

Reliability of N disks = Reliability of 1 Disk/ N

AFR (annual failure rate) = percentage of devices to fail per year



= 8760/MTTF of 1 device
nines of availability

¢ Three Ways to Improve MTTF

Fault avoidance
Fault tolerance
Fault forecasting

2.4 RAID (Redundant Arrays of Inexpensive Disks)

12Ft data availability
FOVFHAER HEE
FIRTURTFE
capacity penalty
bandwidth penalty

RAID level Minimum Example Corre- Corporations producing RAID
number of  Data disks sponding products at this level
Disk faults Check disks

survived

0 Non-redundant striped 0 8 0 Widely used

I Mirrored I 8 8 EMC, Compaq (Tandem), IBM

2 Memory-style ECC | 8 4

3 Bit-interleaved parity I 8 | Storage Concepts

4 Block-interleaved parity | 8 I Network Appliance

5 Block-interleaved | 8 | Widely used

distributed parity
6 P+Q redundancy 2 8 2

2.4.1 RAID 0: No Redundancy

HUERT AT E, BRRER
ofzaa), BEEF performance

2.4.2 RAID 1: Mirroring/Shadowing

S HEEM
ISEMREBEBRIL, e.g. NREBRAZIEERN
BEAE, FE 100% TR

2.4.3 RAID 3: Bit-Interleaved Parity Disk
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10010011
11001101 P
10010011
_ I-I u / \
logical record 1 \ 1 / 1
Striped physical ﬁ \1- g
records 3 -
P contains sum of 0 0
dther disks per stripe 0
nod 2 (“parity”) 1 0 1
f disk fails, subtract 1 1 1
P from sum of other |
disks to find missing information
R R EET BRI
[RIFIERRIER, seBTHRIRSEUE
$ BERESLII AR HE
P ONSREIER, ERHERIRE FELNATER b=
2.4.4 RAID 4: Block-Interleaved Parity
yoFd RAID 3 B8, {B2#ZH8 block 118
high 1/0 rate parity
— Increasing
:., N Logical
D1 D2 D3 P Disk
\ | Insides of Address
|5 disks pa ||| ps|| | D6 D7 P
'~.,\ D8 D9 D10 D11 P
Example: ‘012 p13| [p14| ([D15| | P N ]
small read ~Stripe
DO & D5,
. D16 D17
large write P18 [P19] | P
D12-D15
: D20 D21 D22 D23 P
'.'.."n. DiSK C(:)Iumn:s zz&z;btmnu:::Amwenc

! Problem: Small Writes

SNERIZH DO, (HAFEEIMZEEZFITEREEN
Algorithm: P’ = (D XOR D,) XOR P

' PATFERIR,

$ 74 RAID 4 Lt RAID 3 ¥

RAID 3 b, #¥iE=2ZH 012012 B=7FER, #RA striped physical records
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INERIZMRE block 1R, NEXERIAFBEREA—1E

2.4.5 RAID 5: High 1/0 Rate Interleaved Parity

;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;

g g s “
. _ Increasing
Independent | °T) 22 |Ps E Logical
. Disk
writes Addresses
possible D4 H‘ bs b7
because of
interleaved D8 | | D9 P | [D10f |D11
parity
D12 P D13 D14 D15
Example:
write to P D16| |D17| |D1s8 D19
DO, D5
uses disks p2o| [p21| |p22| |p23 p
0, 1 b ) 3, 4 ‘.'l - .
ey W ."~.. Disk Columns T
$ SR EEEHT parity
2.4.6 RAID 6: P+Q Redundancy
| AU BRI G
3 Buses and Other Connections
Pentium 4
processor
System bus (800 MHz, 604 GB/sec)
DDR 400 AGP 8X
(3.2 GB/sec) Memory (2.1 GB/sec) Graphics
Main controler output
memory DDR 400 ht;b. CSA )
DIMMs (3.2 GB/sec) ( 82872?398) EAR00 tnane] (/1 Gbit Etherned
< Serial ATA [(266 MB/sec) Parallel ATA r
- (150 MB/sec) (100 MB/sec) < 9 [_)/D\_/P)
T,
oo Senal ATA Parallel ATA
T (150 MB/sec) (100 MB/sec) /\
Disk . Tape )
/O \\ /
S~— AC/97 controller —
B (1 MB/sec) hub.
(surround- (s%tggol:nsdege) (20 MB/sec)  — : /
sound) USB 2.0 10/100 Mbit Ethernet
(60 MB/sec) ( (
PCI bus
(132 MB/sec)

North Bridge (Memory Controller) JREE R



Memory
Graphic
South Bridge (/O Controller)
Disk
USB

3.1 Buses Basics

Shared communication link
2 types of lines
Control lines
Data lines
2 operations
input: ZWEM device ] memory
output: #HEM memory F| device
3 types of buses
Processor-memory
Backplane
/O

Processor-memory bus
Processor

Bus
adapter
1/0 bus
adapter
Backplane
bus
Bus 1/0 bus
adapter
C. @ @
@ [ PO S \ﬁ

3.2 Synchronous vs. Asynchronous

sync
! FMBIRBRELIFER—IE
I REEARBEARIE, BN clock skew
$ fast and small

async

hand shaking

3.2.1 Handshaking Protocol

Memory

A separate bus is used for
processor-memory traffic. A small
number of backplane buses tap into
the processor-memory bus.

— i Bt B B B B, B M . M R . .

ReadReq — 1
Data —<
4
4
Ack \
DataRdy

BEESE /0 device KHAY, BAEESERTFEALER
BRT 4, EfthEiskElz=~ bus FER

memory 8% ReadReq {55, 1EA bus LY addr, ZARFHE Ack 55

I/O device 15&| Ack {52, & ReadReq 55
memory 5%l ReadReq TFE, PHE Ack, FERIRLZ




memory JERYF data Zf5, FHEE DataRdy , & data &l bus £
I/O device 5%l pataRdy {55, IEA data, FHE Ack

memory 18| Ack, PFK DataRdy

I/O device 18%! pataRdy TFF, PHE Ack, BIRE

3.2.2 Arbitration {h&;

®ZE& bus master (CPU is always a bus master), EIEigK

/O device [@ CPU & HiEk
CPU NgRzF45 memory i57FHI bus control signal
/O device FaisfF, CPU #{Timix

7 (RERIRAEREE

bus priority &5
fairness S EA<ERIR

3.2.3 1154

Assume: The synchronous bus has a clock cycle time of 50 ns, and
each bus transmission takes 1 clock cycle .
The asynchronous bus requires 40 ns per handshake.
The data portion of both buses is 32 bits wide.
Question: Find the bandwidth for each bus when reading one word
from a 200-ns memory.

sync
{&%5 addr 50ns
3% 200ns
&% data 50ns
300ns, bandwidth = 4B/300ns = 13.3MB/s
async
step 1: 40ns
step 2, 3, 4: max(2 x 40ns, 200ns) = 200ns
step 5, 6, 7: 3 x 40ns = 120ns
360ns, bandwidth = 4B/360ns = 11.1MB/s

3.2.4 Increase bandwidth

Suppose we have a system with the following characteristic:

1. A memory and bus system supporting block access of 4 to 16 32-
bit words

2. A 64-bit synchronous bus clocked at 200 MHz, with each 64-bit
transfer taking 1 clock cycle, and 1 clock cycle required to send an
address to memory.

3. Two clock cycles needed between each bus operation.

4. A memory access time for the first four words of 200ns; each
additional set of four words can be read in 20 ns. Assume that a bus
transfer of the most recently read data and a read of the next four words
can be overlapped.

Find the sustained bandwidth and the latency for a read of 256 words for
transfers that use 4-word blocks and for transfers that use 16-word
blocks. Also compute effective number of bus transactions per second
for each case.



4 word
send addr to memory: 1 cycle
read memory, 200ns, 40 cycles
send data: 2 cycles, RAFTEEH 2 /X, —IX 64 bit
between operation: 2 cycles
total: 45cycles x 64blocks = 2880cycles
16 word
EB)R bus operation

send send send
read read read read send .
me == interval mm =m jpterval === == jntervalssm smminterval
1 40 4(20ns) 4(next) 4(next)

WEFRF—XEE 4 1 word
RULZEER 64 bit, FERMEH 2 word, —RIFIEEEM cycle &
—* operation iZEY 16 4> 32 word, FEIZEN 4 )XEUE, HPEIRFEE 40 cycle, HfttRA 4 cycle, BREEEENEFEREE
g5k E—%e 4 > word AUfEH, FRLAFFE interval
BI=A interval 277 EIRERT
RE— interval ERARLEFE 2 MNFHHRZER
256 word —EFEZE 16 /X operation: 57cycles x 16blocks = 912cycles

& Tip
{FEFAEAA block BRI 4T

4 Interfacing 1/0 Devices

4.1 1/0 18SRIFRR
memory-mapped I/O: SR EMETEIRRIELL, ERHEHESTAILLRT 1/0 B&EEs)

special I/0 inst: in al, port

command port, data port: status reg, data reg...

4.2 1/0 to processor

polling: BfRZ/PRAIKGE—IX I/0
interrupt: 1/0O =hitf
DMA (direct memory access): device controller 7 1/0 1 memory S{EHIEE

CPU INITIATION DMA
NO DMA I/0-CPU--M

DMA-- 1/0---M I/O DIRECT MEMORY ACCESS



S EfRRIREEUER, CPU RAiEm DMA #iTiEh, miT CPU 5A

Assume: that the number of clock cycles for a polling operation is
400 and that processor executes with a S00-Mhz clock.

Determine the fraction of CPU time consumed for the mouse, floppy
disk, and hard disk.

We assuming that you poll often enough so that no data is ever lost
and that those devices are potentially always busy.

We assume again that:

1. The mouse must be polled 30 times per second to ensure that we
do not miss any movement made by the user.

2. The floppy disk transfers data to the processor in 16-bit units
and has a data rate of 50 KB/sec. No data transfer can be
missed.

3. The hard disk transfers data in four-word chunks and can
transfer at 4 MB/sec. Again, no transfer can be missed.

Suppose we have the same hard disk and processor we used in the
former example, but we used interrupt-driven 1/0. The
overhead for each transfer, including the interrupt, is 500 clock
cycles. Find the fraction of the processor consumed if the hard
disk is only transferring data 5% of the time.

Suppose we have the same hard disk and processor
we used in the former example.

Assume that the initial setup of a DMA transfer takes
1000 clock cycles for the processor, and assume the
handling of the interrupt at DMA completion requires
500 clock cycles for the processor.

The hard disk has a transfer rate of 4MB/sec and use:
DMA. The average transfer from disk is 8 KB. Assume
the disk is actively transferring 100% of the time.

Please find what fraction of the processor time is
consumed.

XJLESZ A TUERE, interrupt with DMA > interrupt > polling

BRFE T polling FHTELEIRERSER, XE2E K interrupt &8 overhead; {ERESUESISTRREIHIFIDEGERD
BIRHZE, interrupt ESES, XERAN polling AT AELEECREZTE SN

5 1/0 System

&2 1/0 #h3n



Consider the following computer system:

1. A CPU sustains 3 billion instructions per second and
it takes average 700,000 instructions in the
operating system per I/O operation.

2. A memory backplane bus is capable of sustaining a
transfer rate of 1000 MB/sec.

3. SCSI-Ultra320 controllers with a transfer rate of 320
MB/sec and accommodating up to 7 disks.

4. Disk drives with a read/write bandwidth of 75 MB/sec
and an average seek plus rotational latency of 6 ms.

If the workload consists of 64-KB reads (assuming the
data block is sequential on a track), and the user program
need 200,000 instructions per I/O operation, please find
the maximum sustainable I/O rate and the number of disks
and SCSI controllers required.



