CO 01 Computer Abstraction and Technology

1 Introduction
1.1 Some Key Words

inst set
datapath
pipelines
virtual memory
cache

1.2 Structure of a Computer

Computer/System
Software
Hardware
CPU
Control unit
Datapath
Path (MUX)
ALU: adder, multiplier
Registers

Memory
I/O Interface

1.3 von Neumann Architecture

Central Processing Unit

Control Unit

Input Arithmetic/Logic Unit Output
Device Device

Memory Unit
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2 Computer Organization
2.1 Memory



Memory: A Safe Place for Data

O Memory(##£i#): the storage area programs are kept and that contains the data needed by

the running programs

O Main Memory(FfF): volatile; used to hold programs while they are running.(e.g.
DRAM in computers)

O Second memory: nonvolatile; used to store programs and data between runs. (Flash in

PMD, magnetic disks)
O Volatile (FKH)

=  DRAM (Dynamic Random-Access Memory): ) 25t AL 171 &%
= SRAM (Static Random Access Memory): i Bl A LAT- il o

O Nonvolatile ERKE)

= Solid state memory (Flash Memory): [& 251 £ or [A 47
= Magnetic disk (Hard disk) : fifif

Memory Price Speed Capacity Used for
SRAM volatile / Fastest KB~MB Cache
DRAM volatile $3~4/GB Fast MB~GB Main memory
Hard disk nonvolatile $0.05~1/GB Slow TB~PB PC Storage
Flash Memory nonvolatile  $0.75~§1/GB Medium  GB~TB PMD Storage

2.2 ISA
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3 How to build processors?

Integrated Circuit Cost

O Yield: proportion of working dies per wafer

Cost per wafer

Cost per die = —
Diesper wafer x Yield

Diesper wafer ~ Wafer area/Die area

1
(1+ (Defects per areaxDie area/2))’

Yield =

0 Nonlinear relation to area and defect rate
m Wafer cost and area are fixed
m Defect rate determined by manufacturing process

= Die area determined by architecture and circuit design
S 7
4 Performance

4.1 Response Time and Throughput

Response time/execution time JAZATE. HfTASE], HIT—MESHIATEES K



Throughput (bandwidth) ¢, EIANIEENITEIES
Response time and throughput BIEZIMEZER
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4.2 Relative Performance

perf = 1/Exetime
X is n times faster than y

Perfx/perfy = tz’mey/timem =n

4.3 CPU Time

Elapse Time Z2& A8
CPU Time 2= 1/0 EEMBERZAYRTIE

4.4 Measuring Execution Time
Clock period A7#f/ZIHE
Clock freq(rate) A/##4E5 cycles per sec

PU CLock Cycl
CPU Time = CPU Clock Cycles x Clock Cycle Time = CPU ClLock Cycles

Clock Rate

IBFHERE, STLUREERS, A R A R
4.5 Inst Cnt and CPI

Clock Cycles = Inst Cnt x CPI

InstCnt x CPI

PU Time = Inst Cnt PI lock Cycle Time =
CPU Time nst Cnt x CPI x Clock Cycle T'ime Clock Rate

EHERIES, R ISA HHRE), BBA Inst Cnt 1HE
Weighted average CPI, MISRARFES CPl RE, ZEBE Inst Cnt BILLBISEANE

4.6 Perf depends on

Algo

Programming lang, compiler, architecture ch.2, 3
Processor and memory sys ch.4, 5

I/O system ch. 6

4.7 Power



CPIl in More Details

O Suppose a new CPU has
= 85% of capacitive load of old CPU

= 15% voltage and 15% frequency reduction

P.. _ C,x0.85x(V,,x0.85)°xF ,x0.85 _0.85% =057

Py Ciq X Vold2 X Foiq

O The power wall
= We can’t reduce voltage further

m We can’t remove more heat

P=CxV2xF
|

4.8 Pitfall: Amdahl's Law

Pitfall: Amdahl’s Law

O Improving an aspect of a computer and expecting
a proportional improvement in overall
performance

T

T _ affected +
=
TPYER improvemen t factor

unaffected

O Example: multiply accounts for 80s/100s

= How much improvement in multiply performance to get 5x
overall?

80
20 = o 20 = Can’t be done!

O Corollary: make the common case fast
| RS MR RO EE IR
4.9 Pitfall: MIPS

MIPS: Millions of Inst Per Second

Inst Cnt B Clock Rate

MIPS = —
ExzeTime x 105  CPI x 108

5 Eight Great Ideas

Design for Moore's Law 811 ZRE/NEE



Design for where it will be when finishes rather that design for where it starts.
Use Abstraction to Simplify Design SREHISELRIT
BRIRE. HEER1E
e.g. ISA ENIRE
Make the Common Case Fast JIEABERE
EXZ& Amdahl's Law
Performance via Parallelism
multiprocessor
YERNIE
Performance via Pipelining
BIER T, 8—NiEREEEESSRY
Performance via Prediction
ya-ail
Hierarchy of Memories ZIEESEX
Disk/Tape -> Main Memory(DRAM) -> L2-Cache(SRAM) -> L1-Cache(On-Chip) -> Registers
Dependability via Redundancy &7 uRtES T4
RERS Mk

After the course, you should know

O The internal organization of computers and its influence on the

performance of programs (AbFE 23 NERH R 50 R H M EER M)
O The hierarchy of software and hardware

m  How are programs written in high-level language translated into the language of the
hardware, and how does it run?

(FPE S WS R WA RS S, et T/ER? )
= What 1s the interface between the software and the hardware, and how does software
instruct the hardware to perform?

(AR 2 TR ) R 4, AT anfeT i A8 1 A

m  What determines the performance of a program, and a programmer improve the
performance?(fH 4R E | — M2 KT RE

m  What techniques can used to improve performance?

(M ABRIATAT LA KR = 1 6E)



